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Introduction

• Why are uncertainty shocks in some period (like 2008 
crisis) drops in output, while in other periods (Brexit and 
Trump election) are accompanied by steady economic 
growth?


• Uncertainty shocks and Financial shocks are highly 
correlated. Are these the same shock? Do financial 
friction amplify impact of uncertainty shock?
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Introduction 
Key Results

1. Finance uncertainty multiplier 
Roughly doubles negative impact of Uncertainty


2. Uncertainty shocks and financial shocks are additive

box). Adding financial frictions almost doubles the size of this drop to 2.4% (bottom left box).

Finally, adding a financial shock increases the impact by another two-thirds, yielding a drop in

output of 4.0% (bottom right). So collectively going from the classic uncertainty model to one

with financial frictions and simultaneous financial shocks roughly triples the impact of uncertainty

shocks, and can help explain why uncertainty shocks during periods like 2007-2009 were associated

with large drops in output.

Table 1
Key results in simulation

Uncertainty Uncertainty

shock + financial shocks

Real frictions 1.3% n/a

Real+financial frictions 2.4% 4.0%

Notes: Results based on simulations of 30,000 firms of 1000-quarter length in the calibrated model (see
section 3.4.1). Going from top to bottom row shows adding financial frictions roughly doubles the impact
of uncertainty shocks (a FUM is around 2). Going from the left to right column shows the additive
impact of uncertainty shocks and financial shocks in models with both real and financial frictions.

Alongside the negative impact of uncertainty and finance shocks on investment and

employment, the model also predicts these shocks will lead firms to accumulate cash and reduce

equity payouts, as higher uncertainty causes firms to take a more cautious financial position. As

Figure 1 shows this is consistent with macro-data. It plots the quarterly VIX index - a common

proxy for uncertainty - alongside aggregate real and financial variables. The top two panels show

that times of high uncertainty (VIX) are associated with periods of low investment and employment

growth. The middle two panels shows that cash holding is positively associated with the VIX,

while dividend payout and equity repurchase are negatively related to the VIX. The bottom panels

also considers debt - which we model in an extension of our baseline model - and shows that the

total debt (the sum of the short-term and long-term debt) growth and the term structure of the

debt growth (short-term debt growth to long-term debt growth ratio) are both negatively related

with the VIX, implying firms cut debt (and particularly short-term debt) when uncertainty is

high.

The additional complexity in the model required to model: (a) real and financial frictions, and
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Introduction 
Key Results

3. shocks will lead firms to:


I. Accumulate cash 


II. Reduce equity payouts,


III. higher uncertainty causes firm to take a more cautious financial position 
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Model 
Technology

Prodcution 

2.1 Technology

Firms use physical capital (Kt) and labor (Lt) to produce a homogeneous good (Yt). To save on

notation, we omit the firm index whenever possible. The production function is Cobb-Douglas,

given by

Yt = eZtKα
t L

1−α
t , (1)

in which eZt is firms’ productivity. The firm faces an isoelastic demand curve with elasticity ("),

Qt = BP
−"
t ,

where B is a demand shifter. These can be combined into a revenue function R (Zt, B,Kt, Lt) =

eZ1−1/"t B1/"K
α(1−1/")
t (Lt)

(1−α)(1−1/") . For analytical tractability we define a = α (1− 1/") and

b = (1− α) (1− 1/") , and substitute Z1−a−bt = eZ1−1/"t X1/". With these redefinitions we have

S (Zt, Kt, Lt) = Z
1−a−b
t Ka

t L
b
t .

Wages are normalized to 1 denoted as W̄ . Given employment is flexible, we can obtain optimal

labor.8 Note that labor can be pre-optimized out even with financial frictions which will be

discussed later.

Productivity is defined as a firm-specific productivity process, following an AR(1) process

zt+1 = ρzzt + σt"
z
t+1

in which zt+1 = log(Zt+1), "zt+1 is an i.i.d. standard normal shock (drawn independently across

firms), and ρz, and σt are the autocorrelation and conditional volatility of the productivity process.

The firm stochastic volatility process is assumed for simplicity to follow a two-point Markov

chains

σt 2 {σL,σH} ,where Pr (σt+1 = σj|σt = σk) = πσk,j. (2)

8Pre-optimized labor is given by
"
b
W̄
Z1−a−bt Ka

t

# 1
1−b .
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Demand
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Revenue 
Function
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Model 
Technology
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Productivity->AR(1) Stochastic volatility 
process 

2.1 Technology

Firms use physical capital (Kt) and labor (Lt) to produce a homogeneous good (Yt). To save on

notation, we omit the firm index whenever possible. The production function is Cobb-Douglas,

given by

Yt = eZtKα
t L

1−α
t , (1)

in which eZt is firms’ productivity. The firm faces an isoelastic demand curve with elasticity ("),

Qt = BP
−"
t ,

where B is a demand shifter. These can be combined into a revenue function R (Zt, B,Kt, Lt) =

eZ1−1/"t B1/"K
α(1−1/")
t (Lt)

(1−α)(1−1/") . For analytical tractability we define a = α (1− 1/") and

b = (1− α) (1− 1/") , and substitute Z1−a−bt = eZ1−1/"t X1/". With these redefinitions we have

S (Zt, Kt, Lt) = Z
1−a−b
t Ka

t L
b
t .

Wages are normalized to 1 denoted as W̄ . Given employment is flexible, we can obtain optimal

labor.8 Note that labor can be pre-optimized out even with financial frictions which will be

discussed later.

Productivity is defined as a firm-specific productivity process, following an AR(1) process

zt+1 = ρzzt + σt"
z
t+1

in which zt+1 = log(Zt+1), "zt+1 is an i.i.d. standard normal shock (drawn independently across

firms), and ρz, and σt are the autocorrelation and conditional volatility of the productivity process.

The firm stochastic volatility process is assumed for simplicity to follow a two-point Markov

chains

σt 2 {σL,σH} ,where Pr (σt+1 = σj|σt = σk) = πσk,j. (2)

8Pre-optimized labor is given by
"
b
W̄
Z1−a−bt Ka

t

# 1
1−b .

6

Capital Accumulation
Physical capital accumulation is given by

Kt+1 = (1− δ)Kt + It, (3)

where It represents investment and δ denotes the capital depreciation rate.

We assume that capital investment entails nonconvex adjustment costs, denoted as Gt, which

are given by:

Gt = ckSt1{It 6=0}, (4)

in which ck > 0 is constant. The capital adjustment costs include planning and installation costs,

learning to use the new equipment, or the fact that production is temporarily interrupted. The

nonconvex costs ckSt1{It 6=0} capture the costs of adjusting capital that are independent of the size

of the investment.

We also assume that there is a fixed production cost F ≥ 0. Firms need to pay this cost

regardless of investment and hiring decisions every period. Hence firms’ operating profit (Πt) is

revenue minus wages and fixed cost of production, given by

Πt = St − W̄Lt − F. (5)

2.2 Cash holding

Firms save in cash (Nt+1) which represents the liquid asset that firms hold. Cash accumulation

evolves according to the process

Nt+1 = (1 + rn)Nt +Ht, (6)

where Ht is the investment in cash and rn > 0 is the return on holding cash. Following Cooley

and Quadrini [2001] and Hennessy et al. [2007], we assume that return on cash is strictly less

than the risk free rate rf (i.e., rn < rf). This assumption is consistent with Graham [2000] who

documents that the tax rates on cash retentions generally exceed tax rates on interest income for

7

Nonconvex adjustment 
cost

Physical capital accumulation is given by

Kt+1 = (1− δ)Kt + It, (3)

where It represents investment and δ denotes the capital depreciation rate.

We assume that capital investment entails nonconvex adjustment costs, denoted as Gt, which

are given by:

Gt = ckSt1{It 6=0}, (4)

in which ck > 0 is constant. The capital adjustment costs include planning and installation costs,

learning to use the new equipment, or the fact that production is temporarily interrupted. The

nonconvex costs ckSt1{It 6=0} capture the costs of adjusting capital that are independent of the size

of the investment.

We also assume that there is a fixed production cost F ≥ 0. Firms need to pay this cost

regardless of investment and hiring decisions every period. Hence firms’ operating profit (Πt) is

revenue minus wages and fixed cost of production, given by

Πt = St − W̄Lt − F. (5)

2.2 Cash holding

Firms save in cash (Nt+1) which represents the liquid asset that firms hold. Cash accumulation

evolves according to the process

Nt+1 = (1 + rn)Nt +Ht, (6)

where Ht is the investment in cash and rn > 0 is the return on holding cash. Following Cooley

and Quadrini [2001] and Hennessy et al. [2007], we assume that return on cash is strictly less

than the risk free rate rf (i.e., rn < rf). This assumption is consistent with Graham [2000] who

documents that the tax rates on cash retentions generally exceed tax rates on interest income for

7

Operating Profit
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Model 
Cash holding and External Financing cost

Cash accumulation 
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Payout

As such, we use ηt to capture the time-varying financing conditions that also vary across firms;

it is assumed for simplicity to follow a two-point Markov chain

ηt 2 {ηL, ηH} ,where Pr
!
ηt+1 = ηj|ηt = ηk

"
= πηk,j. (8)

We do not explicitly model the sources of the equity financing costs. Rather, we attempt to

capture the e§ect of the costs in a reduced-form fashion as in Gomes [2001]. The external equity

costs Ψt are assumed to scale with firm size as measured by the revenue:

Ψt = φ (ηt,σt)St1{Et<0}. (9)

Finally, firms do not incur costs when paying dividends or repurchasing shares. Note that

φ (ηt,σt) captures the marginal cost of external financing which a§ects both optimal investment

and cash holding policies, similar to Eisfeldt and Muir [2016] who model a time-varying financing

condition by an AR(1) process.

Finally, note that the marginal external equity financing cost depends on both time-varying

financing condition ηt and time-varying uncertainty σt. This assumption captures the fact that

periods of high costs of external financing are associated with heightened uncertainty. For example,

the aggregate Baa-Aaa spread on corporate bonds has a correlation with the VIX at around 0.65.

As such, we assume φ (ηt,σt) = ηt + λ with λ > 0 when σt = σH , and φ (ηt,σt) = ηt when when

σt = σL, to capture the positive correlation between financing cost and uncertainty in the data.

2.4 Firm’s problem

Firms solve the maximization problem by choosing capital investment, labor, and cash holding

optimally:

Vt = max
It,Lt,Kt+1,Nt+1

[Et −Ψt + βEtVt+1] , (10)

subject to firms’ capital accumulation equation (Eq. 3) and cash accumulation equation (Eq. 6),

where Et −Ψt captures the net payout distributed to shareholders.

9

Financing Cost

bondholders, making cash holding tax-disadvantaged. Lastly, cash is freely adjusted.

2.3 External financing costs

When the sum of investment in capital, investment adjustment cost and investment in cash exceeds

the operating profit, firms can take external funds by issuing equity. External equity financing

is costly for firms. The financing costs include both direct costs (for example, flotation costs

- underwriting, legal and registration fees), and indirect (unobserved) costs due to asymmetric

information and managerial incentive problems, among others.9

Because equity financing costs will be paid only if payouts are negative, we define the firm’s

payout before financing cost (Et) as operating profit minus investment in capital and cash

accumulation, less investment adjustment costs

Et = Πt − It −Ht −Gt. (7)

Furthermore, external equity financing costs vary over time and across firms.10 The micro-

foundations of time-varying financing conditions include endogenous time-varying adverse selection

problems in Eisfeldt [2004], Kurlat [2013], and Bigio [2015] who show that uncertainty increases

the adverse selection cost from equity o§erings (raising financing costs), agency frictions varying

over time as in Bernanke and Gertler [1989] and Carlstrom and Fuerst [1997], and time-varying

liquidity as in Pastor and Stambaugh [2003]. Furthermore, empirically, Choe et al. [1993] find that

the adverse selection costs measured as negative price reaction to SEO announcement is higher

in contractions and lower in expansions, suggesting changes in information symmetries between

firms and investors are likely to vary over time. Lee and Masulis [2009] show that seasoned equity

issuance costs are higher with poor accounting information.

9These costs are estimated to be substantial. For example, Altinkilic and Hansen [2000] estimate the
underwriting fee ranging from 4.37% to 6.32% of the capital raised in their sample. In addition, a few empirical
papers also seek to establish the importance of the indirect costs of equity issuance. Asquith and Mullins [1986]
find that the announcement of equity o§erings reduces stock prices on average by −3% and this price reduction as
a fraction of the new equity issue is on average −31%.
10Erel et al. [2012] show that firms’ access to external finance markets also changes with macroeconomic

conditions. Kahle and Stulz [2013] find that net equity issuance falls more substantially than debt issuance during
the recent financial crisis suggesting that shocks to the corporate credit supply are not likely to be the cause for
the reduction in firms’ capital expenditures in 2007-2008.

8
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Model  
Firm's Problem
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Calibration
Table 3

Parameter values under benchmark calibration

Description Notation Value Justification
Technology
Subjective discount factor β 0.988 Long-run average of U.S. firm-level discount rate

Return on saving rn 0.01 80% of the risk-free rate (the cash to asset ratio for cash holding firms)

Share on capital α 0.33 Capital share in output is one-third, labor share is two-thirds

Markup " 4 33% markup. With constant returns to scale yields a + b = 075

Wage w̄ 1 Wage rate normalized to 1

Rate of depreciation for capital δ 0.03 Capital depreciation rate assumed 3% per month

Fixed cost of investment ck 0.01 1% of quarterly output (We also show robustness with 2%, 4%)

Fixed operating cost F 0.2 Firms’ average SG&A to sales ratio

Uncertainty shock (2 state Markov)
Conditional volatility of productivity σL 0.051 Baseline uncertainty (Bloom et al 2016)

Conditional volatility in high uncertainty state σH 0.209 Uncertainty shocks 4.1*baseline uncertainty (Bloom et al 2016)

Transition probability low to high uncertainty πσL,H 2.60% Uncertainty shocks expected every 9.6 years (Bloom et al 2016)

Transition probability remaining in high uncertainty πσH,H 94% Quarterly probability of remaining in high uncertainty (Bloom et al 2016)

Persistence of logged idiosyncratic productivity ρz 0.95 Quarterly persistence of idiosyncratic productivity (Khan & Thomas 2008)

Stochastic financing cost (2 state Markov)
Low external financing cost state ηL 0.005 Low financing cost .5% of output (Altinkilic and Hansen 2000)

High external financing cost state ηH 0.05 High financing cost 5% of output (Altinkilic & Hansen 2000). Also tried 0.025 & 0.1

Transition probability low to high financing cost state πηL,H 2.60% Same as uncertainty shock (Also tried 5%)

Transition prob. remaining in high financing cost state πηH,H 94% Same as uncertainty shock (Also tried 50%)

Impact of uncertainty on financial cost λ 0.03 Correlation between the Baa-Aaa spread and VIX

This table presents the predetermined and the calibrated parameter values of the benchmark model.

42
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Policy Functions
Figure 2: Investment and Payout Policy Functions 

Notes: Figures 2A and 2B plot the optimal
investment policies associated with low and high
uncertainty shock states of the model with real
investment costs only (top left) and the
benchmark model (top right), respectively. In both
figures, we fix the idiosyncratic productivity and
cash at their median grid points and the financial
shock at the low state. Figure 2C plots the payout
of the benchmark model (bottom left) with low and
high uncertainty by fixing the idiosyncratic
productivity and cash at their median grid points
and the financial shock at its low states.

Figure 2A: Real fixed costs only Figure 2B: Benchmark: real and financial fixed costs

Figure 2C: Payout, real and financial fixed costs
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Benchmark Result
Table 4

Coe¢cient on changes in volatility for real and financial variables.

Real Financial

I/K dEmp dCash dDiv

A: Data
∆Volatility -0.080 -0.068 0.197 -0.522

B: Real frictions
∆Volatility -0.042 -0.014 0.000 -0.031

C: Financial frictions
∆Volatility -0.021 -0.004 1.071 -0.700

D: Real+financial frictions
∆Volatility -0.077 -0.027 0.316 -0.372

E: No frictions
∆Volatility 0.003 0.006 0.000 -7.230

Row (A) Data reports the results for investment rate, employment growth, cash growth and equity payout growth
from columns (2) of tables (5), (7) and (8) respectively. Rows (B) to (E) reports the model counterparts from
regressions using simulation data on lagged volatility (σ2i,t). The reported statistics in the model are averages from
100 samples of simulated data, each with 3000 firms and 200 quarterly observations. We report the cross-simulation
averaged annual moments. I/K is the investment rate, dEmp is the employment growth, dCash is the cash growth
rate, and dDiv the dividend growth in the model and cash dividend plus repurchase growth in the data. For
comparability all the regressions (in the data and model) include firm and time fixed e§ects and all are significant
at the 1% level with firm-clustered standard errors. The only di§erence is employment is annual in the real data
(since no quarterly real employment data is available).
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Impulse responses
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Data

• Stock return from CRSP


• Accounting variable from compustat(Annual Frequency)


• Firm level uncertainty:


• Realized annual uncertainty


• Option-implied uncertainty from OptionMetrics
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Identification Strategy

• Using Instrument to estimate effect firm's uncertainty on 
it's activities 


• Instrument: Different exposure of aggregate uncertainty 
shocks(Policy, currency, oil price, treasuries)


• Estimate sensitivity of each firm(industry) to aggregate 
shocks.


• Construct weighted uncertainty from 10 component
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Instrument Construction
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Estimation of 
Sensitivities  

Our estimation approach is conceptually similar to the classic Bartik identification strategy

which exploits di§erent regions exposure to di§erent industry level shocks, and builds on the paper

by Stein and Stone [2013].

Estimation of Sensitivities

The sensitivities to energy, currencies, treasuries, and policy are estimated at the industry level

as the factor loadings of a regression of a firm’s daily stock return on the price growth of energy

and currencies, return on treasury bonds, and changes in daily policy uncertainty. That is, for

firms i in industry j , sensitivityci = β
c
j is estimated as follows

r
risk_adj
i,t = αj +

X

c

βcj · r
c
t + ϵi,t (13)

where rrisk_adji,t is the daily risk-adjusted return on firm i (explained below), rct is the change in

the price of commodity c, and αj is industry j’s intercept. The sensitivities are estimated at the

industry SIC 3-digit level to reduce the role of idiosyncratic noise in firm-level returns, and thus

increase precision in estimating our main coe¢cients of interest, βcj. Moreover, we allow these

industry-level sensitivities to be time-varying by estimating them using 10-year rolling windows

of past daily data. Further, as explained below, we exploit these time-varying factor exposures to

construct pre-estimated sensitivities and instruments that are free of look-ahead bias concerns in

our main regressions, which run second-stage 2SLS specifications of real and financial outcomes on

past uncertainty shocks. For policy uncertainty since we do not have a time-varying first-moment

for this our exposure measure is the industry federal contract share from Baker et al. (2016).

The risk-adjusted returns in 13 are the residuals from running firm-level time-series regressions

of daily CRSP stock returns on the Carhart [1997] four-factor asset pricing model. In particular,

using the same 10-year rolling window used in 13 we define firm daily risk-adjusted returns as the

residuals of regressing firms’ excess return on the daily Carhart factors:

rexcessi,t = αi + βi,mkt ·MKTt + βi,HML ·HMLt + βi,SMB · SMBt + βi,UMD · UMDt + "i,t (14)
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Risk adjusted 
computation 

Our estimation approach is conceptually similar to the classic Bartik identification strategy

which exploits di§erent regions exposure to di§erent industry level shocks, and builds on the paper

by Stein and Stone [2013].
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and currencies, return on treasury bonds, and changes in daily policy uncertainty. That is, for

firms i in industry j , sensitivityci = β
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risk_adj
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βcj · r
c
t + ϵi,t (13)

where rrisk_adji,t is the daily risk-adjusted return on firm i (explained below), rct is the change in

the price of commodity c, and αj is industry j’s intercept. The sensitivities are estimated at the

industry SIC 3-digit level to reduce the role of idiosyncratic noise in firm-level returns, and thus

increase precision in estimating our main coe¢cients of interest, βcj. Moreover, we allow these

industry-level sensitivities to be time-varying by estimating them using 10-year rolling windows

of past daily data. Further, as explained below, we exploit these time-varying factor exposures to

construct pre-estimated sensitivities and instruments that are free of look-ahead bias concerns in

our main regressions, which run second-stage 2SLS specifications of real and financial outcomes on

past uncertainty shocks. For policy uncertainty since we do not have a time-varying first-moment

for this our exposure measure is the industry federal contract share from Baker et al. (2016).

The risk-adjusted returns in 13 are the residuals from running firm-level time-series regressions

of daily CRSP stock returns on the Carhart [1997] four-factor asset pricing model. In particular,

using the same 10-year rolling window used in 13 we define firm daily risk-adjusted returns as the

residuals of regressing firms’ excess return on the daily Carhart factors:

rexcessi,t = αi + βi,mkt ·MKTt + βi,HML ·HMLt + βi,SMB · SMBt + βi,UMD · UMDt + "i,t (14)
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Empirical Finding

• Investment Result


• Intangible Capital Employment and sales


• Financial Variable


• The Finance Uncertainty multiplier
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Investment Result
Table 5

Investment rate

(1) (2) (3) (4) (5) (6)

Investment ratei,t OLS IV IV OLS IV IV

Realized Realized Realized Implied Implied Implied

∆Volatilityi,t−1 -0.031*** -0.080*** -0.028*** -0.089*** -0.215*** -0.079**

(-19.896) (-3.881) (-2.754) (-10.520) (-4.220) (-2.584)

Book Leveragei,t−1 -0.050*** -0.037***

(-8.444) (-5.739)

Stock Returni,t−1 0.008*** 0.005*

(2.957) (1.747)

Log Salesi,t−1 -0.021*** -0.020***

(-6.673) (-5.013)

Return on Assetsi,t−1 0.129*** 0.120***

(5.188) (3.710)

Tangibilityi,t−1 -0.114*** -0.120***

(-5.953) (-3.366)

Tobin’s Qi,t−1 0.050*** 0.054***

(10.013) (8.330)

1st moment 10IVi,t−1 No No Yes No No Yes

Firm, time FE Yes Yes Yes Yes Yes Yes

SE cluster(3SIC) Yes Yes Yes Yes Yes Yes

Observations 127,361 28,650 28,326 26,237 17,683 17,487

F 1st st. Cragg-D 166.8 179.2 78.79 60.41

F 1st st. Kleib.-P 19.33 18.02 13.20 11.49

p-val Sargan—H J 0.246 0.873 0.680 0.988

This table presents OLS and 2SLS annual regression results of firm-level investment rate on 1-year lagged changes
in firm-level volatility and lagged level of firm-level controls. Investment rate at fiscal year t is defined as It/Kt−1
(capex/lagged net property plant & equipment from Compustat). Sample period is from 1963 to 2016. Specifications
1,2,4, and 5 are univariate, while 3 and 6 multivariate. Only 1 and 4 are OLS while all others 2SLS. The latter
instrument lagged changes in firm-level volatility with industry-level (3SIC) exposure to 10 aggregate lagged
uncertainty shocks. These instruments include the lagged exposure to annual changes in expected volatility of
energy, currencies, and 10-year treasuries (as proxied by at-the-money forward-looking implied volatilities of oil,
7 widely traded currencies, and TYVIX) and lagged exposure to changes in economic policy uncertainty from
Baker et al. [2016]. We measure firm-level uncertainty in two ways: realized and implied volatility. Annual realized
volatility is the 12-month standard deviation of daily stock returns from CRSP. We annualize this standard deviation
by multiplying by the square root of 252 (average trading days in a year). Implied volatility is proxied by the annual
average of each firm’s daily 365-day implied volatility of at-the-money-forward call options from OptionMetrics. All
regressors are lagged by 1-year. To ensure that the changes in both firm- and aggregate-level volatility are annual
we require a 12 month distance between each firm’s fiscal-year end dates, starting from t − 2 and ending in t. In
all specifications we include both firm and calendar-year fixed e§ects. Standard errors are clustered at the 3-digit
SIC industry. Our main set of firm-level controls include the lagged level of book leverage, stock return, log sales,
return on assets, tangibility, and Tobin’s Q. Moreover, to tease out the impact of 2nd moment uncertainty shocks
we also include as controls the lagged exposure to changes in the return on each of the 10 aggregate instruments
(i.e., 1st moment shocks). Data availability on implied volatility of treasuries and oil restrict the start of the 2SLS
sample to fiscal year 2006. Statistical significance: *** p<0.01, ** p<0.05, * p<0.1, † p<0.15. t-statistics are in
parentheses. See sections 4 and 5 for details on data. 44
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Intangible Capital 
Employment and sales

Table 7
Additional Real Quantities

(1) (2) (3) (4) (5) (6)

OLS IV IV OLS IV IV

Realized Realized Realized Implied Implied Implied

A: ∆Intangible Capital Investmenti,t
∆Volatilityi,t−1 -0.054*** -0.097*** -0.036** -0.138*** -0.187*** -0.056

(-10.848) (-4.134) (-2.208) (-9.347) (-2.869) (-1.066)

Observations 66,865 17,168 17,013 16,290 10,982 10,887

F 1st st. Cragg-D 109.6 111.9 41.06 38.04

F 1st st. Kleib.-P 15.10 16.33 8.325 10.30

p-val Sargan—H J 0.329 0.416 0.241 0.302

B: ∆Employmenti,t
∆Volatilityi,t−1 -0.037*** -0.068*** -0.007 -0.115*** -0.241*** -0.045

(-11.867) (-2.657) (-0.248) (-10.677) (-3.429) (-0.550)

Observations 124,768 28,495 28,158 26,132 17,591 17,396

F 1st st. Cragg-D 165.9 178.1 79.12 60.25

F 1st st. Kleib.-P 18.92 17.59 13.36 11.66

p-val Sargan—H J 0.177 0.586 0.231 0.440

C: ∆Cost of Goods Soldi,t
∆Volatilityi,t−1 -0.056*** -0.251** -0.137*** -0.209*** -0.807** -0.337***

(-10.376) (-2.241) (-3.642) (-5.642) (-2.436) (-3.086)

Observations 128,974 28,720 28,376 26,384 17,710 17,507

F 1st st. Cragg-D 167.6 179.8 78.98 60.42

F 1st st. Kleib.-P 19.24 17.94 13.18 11.50

p-val Sargan—H J 0.170 0.029 0.181 0.023

This table reports regression results of annual changes in intangible capital investment (research and
development+selling, general and administrative expense from Compustat) (Panel A), changes in employment
(Panel B), and changes in cost of goods sold (Panel C), where growth rates defined as (xt−xt−1)/(0.5∗xt+0.5∗xt−1).
Specifications 1 through 6 follow the setup, timing, and set of controls included in the investment rate regression
in Table 5. To preserve space we do not report the coe¢cients and t-statistics on controls. The sample period
is annual from 1963 to 2016. Specifications 1,2,4, and 5 are univariate, while 3 and 6 multivariate. Only 1 and
4 are OLS while all others 2SLS. The latter instrument lagged changes in firm-level volatility with industry-level
(3SIC) exposure to 10 aggregate lagged uncertainty shocks. These instruments include the lagged exposure to
annual changes in expected volatility of energy, currencies, and 10-year treasuries (as proxied by at-the-money
forward-looking implied volatilities of oil, 7 widely traded currencies, and TYVIX) and lagged exposure to changes
in economic policy uncertainty from Baker et al. [2016]. We measure firm-level uncertainty in two ways: realized
and implied volatility. Annual realized volatility is the 12-month standard deviation of daily stock returns from
CRSP. We annualize this standard deviation by multiplying by the square root of 252 (average trading days in a
year). Implied volatility is proxied by the annual average of each firm’s daily 365-day implied volatility of at-the-
money-forward call options from OptionMetrics. All regressors are lagged by 1-year. To ensure that the changes in
both firm- and aggregate-level volatility are annual we require a 12 month distance between each firm’s fiscal-year
end dates, starting from t − 2 and ending in t. In all specifications we include both firm and calendar-year fixed
e§ects. Standard errors are clustered at the 3-digit SIC industry. Our main set of firm-level controls include the
lagged level of book leverage, stock return, log sales, return on assets, tangibility, and Tobin’s Q. Moreover, to tease
out the impact of 2nd moment uncertainty shocks we also include as controls the lagged exposure to changes in the
return on each of the 10 aggregate instruments (i.e., 1st moment shocks). Data availability on implied volatility of
treasuries and oil restrict the start of the 2SLS sample to fiscal year 2006. Statistical significance: *** p<0.01, **
p<0.05, * p<0.1, † p<0.15. t-statistics are in parentheses. See sections 4 and 5 for details on data.
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Financial Variable
Table 8

Financial Outcomes

(1) (2) (3) (4) (5) (6)
OLS IV IV OLS IV IV
Realized Realized Realized Implied Implied Implied

A: ∆Total Debti,t
∆Volatilityi,t−1 -0.078*** -0.256*** -0.160** -0.198*** -0.811*** -0.678***

(-9.702) (-3.400) (-2.382) (-6.744) (-5.407) (-4.217)
Observations 127,911 28,545 28,320 26,198 17,586 17,470
F 1st st. Cragg-D 166.3 179.5 77.67 60.15
F 1st st. Kleib.-P 19.10 17.85 13.14 11.52
p-val Sargan—H J 0.0967 0.334 0.761 0.856
B: ∆Payouti,t
∆Volatilityi,t−1 -0.158*** -0.522*** -0.297*** -0.521*** -1.394*** -0.803**

(-13.318) (-4.772) (-2.710) (-8.548) (-4.743) (-2.590)
Observations 129,158 28,738 28,389 26,402 17,715 17,512
F 1st st. Cragg-D 167.6 180 78.97 60.41
F 1st st. Kleib.-P 19.24 17.93 13.17 11.48
p-val Sargan—H J 0.370 0.687 0.988 0.996
C: ∆Cash holdingi,t
∆Volatilityi,t−1 0.032*** 0.197*** 0.148** 0.115*** 0.639*** 0.516**

(3.714) (2.984) (2.253) (3.573) (3.850) (2.435)
Observations 128,985 28,721 28,374 26,381 17,709 17,506
F 1st st. Cragg-D 167.6 179.8 78.92 60.38
F 1st st. Kleib.-P 19.25 17.93 13.17 11.50
p-val Sargan—H J 0.664 0.559 0.441 0.511

This table reports regression results of annual changes in total debt (Panel A), changes in firm payout (cash dividend
+ share repurchase) (Panel B), and changes in cash holdings (cash and short-term investments) (Panel C), where
growth rates are defined as (xt − xt−1)/(0.5 ∗ xt + 0.5 ∗ xt−1). Specifications 1 through 6 follow the setup, timing,
and set of controls included in the investment rate regression in Table 5. To preserve space we do not report the
coe¢cients and t-statistics on controls. The sample period is annual from 1963 to 2016. Specifications 1,2,4, and 5
are univariate, while 3 and 6 multivariate. Only 1 and 4 are OLS while all others 2SLS. The latter instrument lagged
changes in firm-level volatility with industry-level (3SIC) exposure to 10 aggregate lagged uncertainty shocks. These
instruments include the lagged exposure to annual changes in expected volatility of energy, currencies, and 10-year
treasuries (as proxied by at-the-money forward-looking implied volatilities of oil, 7 widely traded currencies, and
TYVIX) and lagged exposure to changes in economic policy uncertainty from Baker et al. [2016]. We measure firm-
level uncertainty in two ways: realized and implied volatility. Annual realized volatility is the 12-month standard
deviation of daily stock returns from CRSP. We annualize this standard deviation by multiplying by the square
root of 252 (average trading days in a year). Implied volatility is proxied by the annual average of each firm’s daily
365-day implied volatility of at-the-money-forward call options from OptionMetrics. All regressors are lagged by
1-year. To ensure that the changes in both firm- and aggregate-level volatility are annual we require a 12 month
distance between each firm’s fiscal-year end dates, starting from t − 2 and ending in t. In all specifications we
include both firm and calendar-year fixed e§ects. Standard errors are clustered at the 3-digit SIC industry. Our
main set of firm-level controls include the lagged level of book leverage, stock return, log sales, return on assets,
tangibility, and Tobin’s Q. Moreover, to tease out the impact of 2nd moment uncertainty shocks we also include
as controls the lagged exposure to changes in the return on each of the 10 aggregate instruments (i.e., 1st moment
shocks). Data availability on implied volatility of treasuries and oil restrict the start of the 2SLS sample to fiscal
year 2006. Statistical significance: *** p<0.01, ** p<0.05, * p<0.1, † p<0.15. t-statistics are in parentheses. See
sections 4 and 5 for details on data.
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The Finance Uncertainty 
Multiplier

• Attempt to tease out FUM  by running double and triple 
interaction of uncertainty from financial frictions.

combined in columns 5 and 5A. In summary, as we can see from Table A3 including these financial

supply variables does not notably change our results. So while these are not perfect controls for

financial conditions, the robustness of our results to their inclusion suggests that financial supply

conditions are unlikely to be the main driver of our results.

[Insert Table A3 here]

Finally, in Table A4 we re-examine our main investment Table 5 but holding the sample of

firm-time observations to be the same across specifications (1) to (6). In particular, our sample is

constrained by the availability of OptionMetrics data on firm-level implied volatility, which gives a

total of 17,487 observations across all columns. Compared to the main Table 5 the point estimates

on the coe¢cients are largely comparable in both magnitude and statistical significance. Therefore,

di§erences in point estimates across specifications (2SLS vs OLS, univariate vs multivariate, and

realized vs implied volatility shocks) are primarily due to the underlying specifications themselves

and not due to di§erences in sample size.

[Insert Table A4 here]

5.5 The finance uncertainty multiplier

Finally, Table 9 shows the results from running a series of finance-uncertainty interactions on

the data during the core Jan. 2008-Dec. 2009 period of the financial crisis. By running double

and triple interaction of uncertainty with financing frictions we attempt to tease out the finance-

uncertainty multiplier e§ects examined in the model of section 2. In particular, Table 9 examines

the impact of realized volatility shocks on investment for financially constrained and unconstrained

firms during financial crisis and non-crisis years. We do this by running the following specification

and subsets of it:

Ii,t/Ki,t−1 = β0 + β1∆σi,t−1 + β2Dcrisis_year,t

+β3Dcrisis_year,t ·∆σi,t−1 + β4Dfin.constrained,i,t−1 + β5Dfin.constrained,i,t−1 ·∆σi,t−1

+β6Dcrisis_year,t ·Dfin.constrained,i,t−1 + β7Dcrisis_year,t ·Dfin.constrained,i,t−1 ·∆σi,t−1 (15)
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The Finance Uncertainty 
Multiplier

Table 9
Impact of Realized Volatility on Investment for Financially Constrained and Unconstrained Firms during Financial

Crisis and non-Crisis Years

Crisis period: Jan-01-2008 to Dec-31-2009 2SLS with full set of controls (1-8)

Investment Ratet (1) (2) (3) (4) (5) (6) (7) (8)

Financial Constraint Measure S&P Ratings Whited-Wu Employees Assets Age Size&Age

∆Volatilityi,t−1 (Realized) -0.028*** -0.012 -0.010 -0.025** -0.026** -0.022** -0.021** -0.017†
Dcrisis,t - - - - - - -

Dcrisis,t ·∆Volatilityi,t−1 -0.087*** -0.070*** -0.063*** -0.068*** -0.102*** -0.059** -0.092***

Dfin_constrained,i,t−1 -0.006* 0.006 0.005 0.002 - -0.026

Dfin_constrained,i,t−1 ·∆Volatilityi,t−1 -0.007 0.020† 0.019 0.017 0.006 0.016

Dcrisis,t ·Dfin_constrained,i,t−1 0.003 -0.012* -0.012* -0.018*** -0.000 -0.013**

Dcrisis,t ·Dfin_constrained,i,t−1 ·∆Volatilityi,t−1 -0.028 -0.047** -0.053** -0.039* -0.021 -0.042*

Observations 28,326 28,326 28,326 21,345 21,203 21,315 22,380 21,353

F-test 1st stage Cragg-D 179.2 80.92 39.33 26.97 33.28 22.34 33.34 25.18

F-test 1st stage Kleib.-P. 18.02 8.550 5.495 4.249 4.793 5.224 4.745 5.810

p-val Sargan—Hansen J 0.873 0.652 0.587 0.530 0.728 0.805 0.944 0.671

This table presents the impact of exogenous firm-level realized volatility on investment rates of financially constrained and unconstrained firms during financial
crisis and non-crisis years. All regressions are 2SLS of investment rate - observed at fiscal year t and defined as It/Kt−1 (capex/lagged net property plant &
equipment from Compustat)- on 1-year lagged changes in firm-level realized volatility and a full set of lagged firm-level controls. All specifications follow the
setup, timing, and controls included in specification (3) in Table 5. Column 1 restates the benchmark regression (3) in Table 5. Column 2 further adds the
interaction of lagged change in realized volatility with a financial-crisis dummy variable that takes value 1 for all firm-fiscal-year observations of investment
rate ending in between Jan. 1 2008 and Dec. 31 2009, zero otherwise. This period comprises the core months of the great recession in which firms would have
observed at least 6 months of heightened financial frictions in their annual accounting reports. Columns 3 to 8 run a di§erence-in-di§erence-in-di§erence
specification where we further interact lagged changes in volatility with standard measures of financial constraints and the crisis dummy. In particular, using
each firm’s financial constraint index at every fiscal year t − 1 we classify firms into constrained and unconstrained groups using the 40 and 60 percentile
cuto§s obtained from the cross-sectional fiscal-year distribution of the underlying financial constraint index. We consider a firm constrained if its t− 1 index
value is equal to or greater than the 60 percentile and unconstrained if equal to or less than the 40 percentile. We exclude firm-time observations in the
middle 50+/-10 percentiles to increase precision in the classification of firms. We do this in all but the S&P credit-rating financial constraint measure. Here
we follow Duchin et al. [2010] and consider a firm constrained if it has positive debt and no bond rating and unconstrained otherwise (which includes firms
with zero debt and no debt rating). The other 5 measures of financial constraints are constructed using the Whited-Wu index, reciprocal of employees,
reciprocal of total assets, reciprocal of age in which age is defined as the number of years since firm incorporation, and the SA index based on size and age
of Hadlock and Pierce [2010]. We thank Toni Whited for suggesting this last index. In all specifications we include both firm and calendar-year fixed e§ects.
Standard errors are clustered at the 3 digit SIC industry. Our main set of firm-level controls include the lagged level of book leverage, stock return, log sales,
return on assets, tangibility, and Tobin’s Q. Moreover, to tease out the impact of 2nd moment uncertainty shocks we also include as controls the lagged
exposure to changes in the return on each of the 10 aggregate instruments (i.e., 1st moment shocks). Data availability on implied volatility of treasuries and
oil restrict the start of the 2SLS sample to fiscal year 2006. Statistical significance: *** p<0.01, ** p<0.05, * p<0.1, † p<0.15. t-statistics are in parentheses.
See sections 4 and 5 for details on data.
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Conclusion
• Using a dynamic model with Financial and real friction 

and shocks delivers three insight:


1. Real and financial frictions doubles impact of 
uncertainty


2. Combining shock with a financial shock increases the 
impact of uncertainty


3. Uncertainty not only reduce investment and hiring 
but also raise firms cash holding.
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One More Thing
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